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Table 1
Dark Star Parameter Range

L⊙/M⊙ ∆tDS zmin SFRNorm

Min 102 105 15 10−7

Fiducial 103 107 10 10−5

Max 105 109 5 10−3

Notes. The maximum value of LMR is close to the Eddington limit and therefore
acts as a natural upper boundary for the DS parameter space.

Hence, as a simplification, a constant SFR over a certain
redshift period is assumed which can be expressed as a mass
formation rate in units of M⊙ yr−1 Mpc−3:

ρ̇∗(z) =
{

SFRNorm for zmin ! z ! zmax

0 elsewhere,
(5)

where SFRNorm is a normalization factor, varied in the range
mentioned above, zmin indicates the minimal value of redshift
z where DS formation can still occur, and zmax denotes the
beginning of the DS formation epoch. The ansatz for the SFR
used in this paper is strongly simplified and more elaborate
calculations of the SFR are available (see, e.g., Greif & Bromm
2006; Sandick et al. 2011). Raue et al. (2009) have investigated
the impact of a wide range of SFRs on the resulting EBL density
and found the position and overall height of the peak to be the
dominant factors, while the choice of the shape only resulted in
a weak change in the resulting peak EBL density (factor ∼2).
Given the range of parameters investigated in this work (e.g., the
overall normalization of the SFR ranges over several orders of
magnitude), this simplified approach for the SFR is sufficient.

As the duration of the DS-forming period in the universe is
directly linked to the amount of photons that are emitted by DSs
the influence of zmin and zmax on the EBL is also explored. The
contribution of ρ̇∗(z) for large z is suppressed because of the
redshift dilution of the photon field which goes as (1 + z)−3 and
so the value of zmax is, in the following, set to 30. For zmin (the
end of the DS formation epoch) values between 5 and 15 are
considered. These values are in good agreement with assumed
Pop III formation periods (Schneider et al. 2006; Tornatore et al.
2007; Trenti & Stiavelli 2009; Trenti et al. 2009; Maio et al.
2010).

DS luminosity. Independent of the exact mechanism powering
the DM burning, models predict a stable phase which dominates
the total radiative output during the DS phase (Spolyar et al.
2008; Iocco et al. 2008). During this phase the luminosity is
nearly constant (see, e.g., Figure 2 in Spolyar et al. 2009;
Figure 4 in Iocco et al. 2008; Figure 1 in Yoon et al. 2008).
Therefore the following ansatz is adopted for Lν :

Lν(t(z) − t(z′)) =
{
L0

ν for t(z) − t(z′) ! ∆tDS

0 elsewhere,
(6)

with ∆tDS the duration of this stable phase (also referred to as
DS lifetime) and L0

ν the specific DS luminosity according to its
synthetic spectrum (cf. Figure 1). For ∆tDS ≪ t(zmin) − t(zmax)
the emissivity calculation reduces to

εν(z) ≈ L0
ν ∆tDS

∫ zmax

z

dz′ ρ̇∗(z′) (7)

leading to a linear scaling of the resulting EBL with ∆tDS. The
exact length of the DS lifetime is not constrained and depends
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Figure 3. Two different DS parameter sets (red dashed: TDS = 7500 K, M
= 690 M⊙; blue dashed: TDS = 5000 K, M = 106 M⊙). Both models are
calculated with SFRNorm = 10−3, ∆tDS = 109 years, zmin = 5. Gray markers:
EBL measurements and limits adopted from Mazin & Raue (2007); gray: upper
limits from TeV observations (realistic model) from Mazin & Raue (2007).
Black: EBL lower limit by Kneiske & Dole (2010). The total EBL shape in the
presence of a DS contribution is the sum of the lower limit and the specific DS
signature (red and blue lines).
(A color version of this figure is available in the online journal.)

on various factors, e.g., DM type, DS model, DM halo profile,
etc. (for an extensive discussion see Zackrisson et al. 2010).
In this work a wide band of possible DS lifetimes is explored,
ranging from 105 to 109 years.

The total bolometric luminosity of a single DS is connected
to DM particle properties via

L =
∫

dν L0
ν ∝ ⟨σv⟩ann

mχ

(8)

(Spolyar et al. 2008).
Given a certain stellar mass formation rate the DS luminosity

produced per mass has to be specified in the model. The mass
range of Pop III stars, and, for this reason, also the mass
range of DSs is not very well constrained but is expected to
be within roughly 10 up to a few hundred solar masses (Abel
et al. 2002; Schaerer 2002). The model assumptions for the
DM burning and the star formation lead to a wide spread in the
DS luminosity per stellar mass. This luminosity-to-(stellar)mass
ratio (LMR) of published DS models (Iocco et al. 2008; Spolyar
et al. 2009; Freese et al. 2010) can be computed and used as
input for the EBL calculation presented here and ranges from
∼102 to 105 L⊙/M⊙.

The influence of DM particle properties on the LMR will be
further discussed in Section 3.2.

3. RESULTS

3.1. Constraining the DS Parameter Space

The EBL contribution of DSs is calculated using the methods
and parameters discussed in the previous section. The range of
the specific parameter values is shown in Table 1. A fiducial
set of “intermediate” parameter values is also displayed which
acts as the default when a single parameter is varied. As can
be seen from Equation (5) in combination with Equations (1)
and (2) the resulting EBL density scales linearly with the SFR
and the LMR. In Figure 3 the EBL contribution for two differ-
ent DS models is displayed in comparison with a strict lower
limit for the guaranteed astrophysical EBL from stars and dust
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木曽観測所におけるDGL研究	  
Ienaka+2013	

DGL-‐IMS	  emission(100um)の関係は、	  
op-cally	  thinの条件では線形	  
	  	  I(DGL)	  =	  b*I(ISM	  100um)	  
	  	  	  	  	  	  |	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  |	  absorp-on	  of	  starlight	  
	  	  ScaUering	  of	  starlight	  
	  	  	  
線形関係からのズレ	  
	  à	  星、黄道光の差し引きに異常	  
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Figure 5. Correlation of the intensity of the diffuse optical light against 100 µm intensity. The top and middle panels show the measured data. The red solid lines
represent the linear functions recovered from the χ2 minimum analysis, while the red dashed lines represent the quadratic functions. In the case of a quadratic function,
the fit is limited to the data points with Sν (100 µm) ! 2.0 MJy sr−1 (right to the vertical dashed line); all the data points are used to fit the linear functions. The bottom
panel shows the mock data. The black dashed line represents the linear function assumed in the simulations, while the red line represents the recovered function.

The broadband data taken from the literature are: fields toward
diffuse cloud Lynds 1642 studied by Laureijs et al. (1987), four
diffuse clouds (|b| ! 25◦) at BJ, R, and I by Guhathakurta &
Tyson (1989), a compact high-latitude source at B, V, and R
by Paley et al. (1991), a molecular cloud MCLD123.5+24.9 by
Zagury et al. (1999), and four high-latitude molecular clouds
(MBM 30, 32, 41A, and 41D) at B, G, R, and I by Witt et al.

(2008). The data studied by Matsuoka et al. (2011) were taken
beyond the zodiacal dust zone with the Pioneer 10/11 Imag-
ing Photopolarimeter at B and R in regions with Sν(100 µm) "
3 MJy sr−1 at Galactic latitude |b| > 35◦, covering about a quar-
ter of the whole sky. The spectrum by Brandt & Draine (2012),
labeled “Full Sky Continuum” in their Figure 3, is obtained by
analyzing the optical spectra of nearly 90,000 blank-sky spectra
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Figure 6. Correlation slopes b(λ) = ∆Sν (λ)/∆Sν (100 µm) as a function of wavelengths.

Table 2
DGL Model Parameters

Band Sν (λ) = a(λ) + b(λ)Sν (100 µm) Sν (λ) = aQ(λ) + bQ(λ)Sν (100 µm) + cQ(λ)Sν (100 µm)2

a(λ) b(λ) aQ(λ) bQ(λ) cQ(λ)
(kJy sr−1) (×10−3) (kJy sr−1) (×10−3) ((kJy sr−1)−1 × 10−6)

B 195.23 ± 0.12 1.61 ± 0.11 194.28 ± 0.50 2.17 ± 0.28 −0.08 ± 0.04
g 299.16 ± 0.16 2.25 ± 0.14 298.00 ± 0.60 2.80 ± 0.34 −0.07 ± 0.04
V 585.27 ± 0.46 4.00 ± 0.28 583.67 ± 1.02 4.74 ± 0.56 −0.11 ± 0.07
R 467.06 ± 0.22 3.37 ± 0.21 463.61 ± 0.91 5.23 ± 0.47 −0.24 ± 0.06

from the SDSS, the weighted regional coverage of which is con-
centrated at intermediate Galactic latitudes |b| = 30◦ ∼ 45◦.
Their spectrum has a large uncertainty in the flux calibration
due to their analyzing method. The spectra plotted in Figure 6
are scaled with their preferred bias factor of 2.1. In the case
where more than one cloud is published in a single paper, the
average b(λ) value is plotted with the standard deviation. As can
be seen, b(λ) varies by a factor of 3–4.

In the following subsections, we explore possible causes
of the large b(λ) scatter by examining the effects of optical
depth, dust albedo, dust temperature, and the forward-scattering
characteristic of dust grains coupled to the non-isotropic ISRF.

4.1.1. Optical Depth and Dust Albedo

The correlation in Figure 5 may appear to be linear. However,
as we discuss below, linear correlations would not be expected
in the case where the optically thin limit is not applicable, and
significant changes in the optical depth along the sightline would
cause large variations in b(λ) from cloud to cloud.

Figure 7 depicts b(λ) as a function of Save
ν (100 µm) in two

ranges of the effective broadband wavelengths, namely, the
blue range (0.43–0.48 µm) and the red range (0.62–0.66 µm).

Save
ν (100 µm) refers to the representative average of the lowest

and highest values of the Sν(100 µm) range in which b(λ) are
derived by assuming a linear function. For the three clouds
published in Guhathakurta & Tyson (1989), the plotted b(λ)
values refer to individual clouds, not averaged values. The
figure clearly shows that the b(λ) decreases as Save

ν (100 µm)
increases, indicating that a significant portion of the reason for
the large b(λ) scatter seen in Figure 6 can be attributed to this
b(λ)–Save

ν (100 µm) anti-correlation.
Accordingly, we propose a correction to Equation (3) as

b(λ) = b0(λ) + b1(λ)Sν(100 µm), or Sν(λ) = a(λ) + [b0(λ) +
b1(λ)Sν(100 µm)]Sν(100 µm). Then, Sν(λ) has a quadratic term
as follows:

Sν(λ) = aQ(λ) + bQ(λ)Sν(100 µm) + cQ(λ)Sν(100 µm)2, (4)

where bQ(λ) > 0 and cQ(λ) < 0. While the correlation in
Figure 5 appears to be linear, the actual fact is that the correlation
is nonlinear, but this is hidden by the prevailing noise. Since
the quadratic term cQ(λ)Sν(100 µm)2 is negative, this would
explain why the correlation of the Pioneer data deviates below
the best-fit linear function at the bright end of 100 µm emission
(Matsuoka et al. 2011). We performed a minimum χ2 analysis
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DGLスペクトル　b	  =	  DGL/100um　　　　	

傾きbは、100umの強い方向ではサチル	  –	  op-cal	  depth	  効果	  
0.65-‐0.9umはデータの空白地帯、フリンジのために拡散光が測れない	  
　　àOH	  emissionを避けたM815フィルターを木曽に整備	
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intrinsic spectrummore, while even a flat slope from 1.4 mmdown to
0.1 mm would soften it by only DG < 0.1. Above 2mm, the slope
cannot be much flatter than our template—a flatter slope could
explain in part the ‘direct’ measurements at 3.5 mm (Supplementary
Fig. 4)—because this would again imply a new, very hard component
(G int , 0) in the intrinsic spectrum, rising at a few TeV (Supplemen-
tary Fig. 5). In this respect, this HESS data set gives the same
indication as the HEGRA data11 on H 1426þ428 (z ¼ 0.129),
which show a flattening feature above 1 TeV naturally provided by
a starlight EBL between 3 and 10 mm (SED / l21).
Therefore, the conservative and self-consistent assumptions of

both not-unusual blazar spectra (G int $ 1.5) and a galaxy-like EBL
spectrum allow the EBL flux around 1–2mm to be constrained at the
level of&ð14^ 4Þ nWm22 sr21 (that is,#0.55 ^ 0.15 £ P1.0). This
corresponds to P(0.45 þ 0.1) to allow for galaxy evolution effects.
Coupled with the lower limits derived from galaxy counts given by
the Hubble Space Telescope8 (, 9:02 9:7þ3:0

21:9 nWm22 sr21), the
HESS spectra lead us to conclude that more than two-thirds of the
EBL in the O–NIR band is resolved into single sources. This result is
independent of any ‘direct’ measurement of the EBL. Remarkably, it
is in severe conflict with the claims of high EBL flux at NIR
wavelengths16,17 and, to a lesser extent, with the reported detections
at 2.2 and 3.5 mm (refs 1, 15). The HESS upper limits agree instead
with the most recent theoretical calculations23 of the EBL, as well as
with recent theoretical arguments24,25 against high EBL fluxes due to
population III stars.

This result is also insensitive to small changes in the assumed
intrinsic slope. A different value, if proved more likely by future
results, will shift the limit accordingly, but only strong spectral
differences would qualitatively change our conclusion: even a value
of G int ¼ 1.0 would loosen the 0.55£ limit only to #0.7 £ P1.0.
Alternative scenarios which could reconcile the measured spectra

with high O–NIR fluxes formally exist, and would represent a major
discovery in their own right, but we consider them very unlikely,
given their exotic implications. Higher UV fluxes would make
the intrinsic spectra softer, but the huge values required
(.300 nWm22 sr21; see Fig. 1, for example) are not supported by
other measurements1,26, and could not be accomodated within any
reasonable cosmological model.
A more viable alternative is that such hard spectra are a real, new

feature of the TeV blazar emission. Possible mechanisms have already
been envisaged6. For example, the inverse Compton scattering of
mono-energetic electrons (E0, such as cold plasma with very large
bulk motion Lorentz factor), interacting in a deep Klein–Nishina
regime with a narrow-band photon field (such as a Planck-type
distribution), may lead to very flat g-ray spectra with a sharp pile-up
at e g < E0, reproducing spectra like the ones in Fig. 2. However, such
features should become directly visible in the observed spectra of the
closer, less absorbed objects of the same type, like the well-studied
Mkn 421 and Mkn 501 (if G int < 0, they should show Gobs & 0.5).
This is in contrast with observations19–21, unless we assume a
dependence of the source parameters on the redshift such that the
corresponding features always disappear owing to EBL absorption. It
is difficult to justify such fine-tuning on a relatively small redshift
range, although more objects and observations are needed to settle
this issue definitively, given the still-limited sample.
Other possibilities include the non-cosmological origin of blazars’

redshifts and the violation of Lorentz invariance (see ref. 27).However,
both scenarios imply dramatic revisions of modern physics and
astrophysics, which we do not consider to be justified by these data
alone.
A low EBL level, in agreement with the expectations from standard

galaxy evolution models, is the simplest and most likely explanation
of the HESS data.
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Figure 2 |TheHESS spectra of 1ES 11012232, corrected for absorptionwith
three different EBL SED values, as labelled in Fig. 1. Red, observed data;
blue, absorption-corrected data. The data points are at the average photon
energy in each bin, also used to calculate the optical depth for
reconstruction. For the calculation, a flat L-dominated cosmology was
adopted, with H0 ¼ 70 km s21Mpc21, Qm ¼ 0.3, QL ¼ 0.7. Error bars are
1j s.d., statistical errors only. Between 1.3 and 3.3 TeV, the overall detection
is 4j. The lines show the best-fit power laws to the reconstructed spectrum
ðdN=dE¼N0E2Gint Þ; where E is measured in TeV, and the corresponding
shapes after absorption. The x2red=d:o:f : (calculated by integrating the
absorbed power-law model over each observed data bin) are from left to
right: 1.20/11, 0.54/11, 0.47/11. We note that possible spectral variability
does not weaken our conclusions because it would imply states with even
harder spectra than the average one (by definition). We note also that the
X-ray spectrum (which in blazars usually samples the synchrotron emission
of TeVelectrons) measured during simultaneous observations in June 2004
and March 2005 does not show such hard slopes, but is similar to the
historical values (F.A. et al., manuscript in preparation). For H 23562309,
the same EBL SEDs yield G int ¼ 20.6, 0.7 and 2.0, respectively
(Supplementary Fig. 2). The NIR excess onto the galaxy counts limits
(P0.4 þ ENIR) yields G int < 20.7 and20.4 for the two objects, respectively
(see Supplementary Fig. 3).
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VHE	  γ-‐ray	  による上限値　	  
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　dN/dE	  =	  N0E-‐Γ　　Γ	  <1.5はBlazar	  physicsと矛盾	  
	  

Aharonian+2006	  
	  
Z=0.186	  blazar	



The Astrophysical Journal, 736:119 (14pp), 2011 August 1 Matsuoka et al.

Figure 9. Current measurements of the cosmic background (filled symbols) and the integrated brightness of galaxies (open symbols) at UV, optical, and near-IR
wavelengths. The cosmic background measurements include the UV upper limits (blue arrows) at 0.10 µm obtained from the Voyager/UVS (Edelstein et al. 2000)
and at 0.16 µm from the HST/STIS (Brown et al. 2000), the claimed detections at optical wavelengths using the HST/WFPC2 (Bernstein 2007, green squares) and
at near-IR wavelengths using the COBE/DIRBE [Gorjian et al. (2000), green diamonds; Wright (2001), purple diamonds; Cambrésy et al. (2001), blue diamonds;
Wright (2004), gray diamonds; the wavelengths of these measurements are slightly shifted relative to each other for clarity] and the IRTS (Matsumoto et al. 2005,
black circles). The red stars are the Pioneer/IPP results of this work, while the red solid line with arrows between 0.8 and 4 µm represents the HESS upper limits
(Aharonian et al. 2006). The integrated brightness of galaxies come from the HST/STIS measurements at UV (Gardner et al. 2000, squares), the HDF compilation
from UV to near-IR (Madau & Pozzetti 2000, triangles), and the Spitzer/IRAC measurements at near-IR wavelengths (Fazio et al. 2004, diamonds).

Table 4
COB Brightness and Mean DGL-to-100 µm Brightness Ratios a0

d

Wavelength COB Brightness DGL-to-100 µm Ratio a0
d

Band (µm) (bgu) (nW m−2 sr−1) (bgu [MJy sr−1]−1) (dimensionless)

BIPP 0.44 1.8 ± 0.9 7.9 ± 4.0 3.2 ± 0.1 (2.1 ± 0.1) ×10−3

RIPP 0.64 1.2 ± 0.9 7.7 ± 5.8 3.4 ± 0.1 (4.6 ± 0.1) ×10−3

a0
d (R)/a0

d (B) = 2.2, is consistent with the previous observations,
suggesting that ERE is also present in the diffuse ISM with the
lowest far-IR brightness. It confirms the finding of Gordon et al.
(1998), who reach the same conclusion from analysis of the IPP
data.

In summary, our results are in overall agreement with the
previous observations toward the denser dust regions. Further
study of this issue is beyond the scope of this work and will be
presented in a future paper.

5.2. Resolved Fraction of Cosmic Background

We compile the current measurements of the cosmic back-
ground and the integrated brightness of galaxies at ultraviolet
(UV), optical, and near-IR wavelengths in Figure 9. At UV
wavelengths, the upper limits of the cosmic background are ob-
tained from the analysis of the Voyager Ultraviolet Spectrome-
ter (UVS) data (Edelstein et al. 2000) and from the HST/Space
Telescope Imaging Spectrograph (STIS) observations (Brown
et al. 2000). They are a few times the integrated brightness of
galaxies measured by the HST/STIS (Gardner et al. 2000), still
leaving a large gap to be bridged. The situation in the near-IR

wavelength range is much more controversial. Matsumoto et al.
(2005) claim detection of the strong near-IR CIB based on the
Infrared Telescope in Space (IRTS) data. Their CIB values are
marginally consistent with the results from the COBE/DIRBE
measurements reported by several authors (Gorjian et al. 2000;
Wright 2001, 2004; Cambrésy et al. 2001) at 1.25, 2.2, and
3.3 µm. The integrated brightness of galaxies at these wave-
lengths, as well as at the optical UBVI bands, are derived from
the Hubble Deep Field (HDF) data set by Madau & Pozzetti
(2000). Those at the four bands of the Spitzer Infrared Array
Camera (IRAC) are presented by Fazio et al. (2004). Using the
HDF and the Subaru Deep Field (SDF) data, Totani et al. (2001)
obtain the consistent results with Madau & Pozzetti (2000).
They also find that 80%–90% of the total light from normal
galaxies has already been resolved in the SDF J and K bands,
based on a galaxy evolution model taking into account various
selection effects of observations. Therefore, the large CIB ex-
cess found by Matsumoto et al. (2005) should be attributed to
either some exotic radiation sources such as Population III stars
or the residual ZL in the IRTS data. Another constraint comes
from the High Energy Stereoscopic System (HESS) γ -ray ob-
servations of the blazars at z = 0.17–0.19 by Aharonian et al.
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Pioneer	  10/11	  –	  launched	  1972-‐72	  	  	  IPD	  cloudの外（R>3.2AU)	  

PioneerのOp-cal	  EBL	  は Galaxy	  counts	  に一致	  	  
-‐>	  HST(WFPC2)はZL混入、IRTS,	  COBE/DIRBEにも混入？	  



	  
EBLの再評価（１AU)	  
HST	  FOS	  –	  0.2	  –	  0.7	  um	  
54	  fields	  –	  728	  spectra	  
	  
	  
	  
前景放射	  
-‐-‐	  大気散乱ß Nighome	  	  
-‐-‐	  点源（星）	  
-‐-‐	  黄道光(ZL)	  ß	  難しい！ 	  
-‐-‐	  銀河拡散光（DGL）	  
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Figure 5. Fitting to the PRISM data at 0.27 and 0.55 µm. The left and right panels show fits to the 0 - 20 and 0 - 50 MJy sr−1 samples,
respectively. Iν,i(Obs) − Iν,i(DGL) (i.e., Iν,i(ZL) + Iν,i(RSD)) against the ZL model flux is plotted in panels (a), (a’), (c) & (c’) along
with the residuals (RSD), Iν,i(RSD) (i.e., Iν,i(Obs) − Iν,i(ZL) − Iν,i(DGL)). Typical errors of the residuals are also plotted. Panels
(b),(b’),(d) & (d’) are Iν,i(Obs) − Iν,i(ZL) (i.e, Iν,i(DGL) + Iν,i(RSD)) against the SFD 100 µm flux.
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Figure 5. Fitting to the PRISM data at 0.27 and 0.55 µm. The left and right panels show fits to the 0 - 20 and 0 - 50 MJy sr−1 samples,
respectively. Iν,i(Obs) − Iν,i(DGL) (i.e., Iν,i(ZL) + Iν,i(RSD)) against the ZL model flux is plotted in panels (a), (a’), (c) & (c’) along
with the residuals (RSD), Iν,i(RSD) (i.e., Iν,i(Obs) − Iν,i(ZL) − Iν,i(DGL)). Typical errors of the residuals are also plotted. Panels
(b),(b’),(d) & (d’) are Iν,i(Obs) − Iν,i(ZL) (i.e, Iν,i(DGL) + Iν,i(RSD)) against the SFD 100 µm flux.
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成分分離 	  Obs	  =	  	  ZL	  +	  DGL	  +	  Residual	  	  
	  
ZL	  　　=	  a*ZL(1.25um)	  	  	  	  	  :ZL(1.25um)	  =	  DIRDE	  ZL	  model	  	  
DGL　=	  	  d1*(I100um)	  –	  d2*I(100um)^2	  
	  	  	  	  	  	  	  	  	  第２項	  satura-onを考慮	  
　　　　1	  –	  exp[-‐d*I(100um)],	  arctan[d*I(100um)]でもよい？　　	  
	  
ZL分離（Obs	  –	  DGL	  vs	  ZL	  model)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  DGL分離（Obs	  –	  ZL	  vs	  100um)	
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黄道光のスペクトル　（0.2	  –	  3	  um)	  

黒丸	  -‐	  	  HST	  FOS,	  白丸（compiled	  by	  leinert+1998)	  
近赤外	  –	  IRTS(Matsumoto+1996),	  CIBER(Tsumura+2010)	  
点線　–	  太陽スペクトル	  
紫外線で弱い、　近赤外線に超過　	
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As apparent in Figure 5, the negative quadratic term
in Iν,i(DGL) is effective only for high 100 µm brightness re-
gions where the UV/optical light saturates. Thus the corre-
lation can be approximated by a linear function of Iν,100 for
low 100 µm brightness or optically thin regions. In this sense,
the spectrum of the correlation slope in Figure 10 should be
regarded as the DGL spectrum in optically thin regions. The
GALEX data seem to significantly greater than our slope in
the UV. This would be caused by the optical depth effect. As
one can see in Figure 6(a), the sample that contains thicker
optical depth or higher 100 µm flux tends to have the lower
correlation slope shortwards of 0.4µm. The optical depth of
the GALEX data is τ < 0.7, corresponding to ∼ 4.5 MJy
sr−1, while our data are the mean values of our samples,
namely, 0 - 15, 0 - 20, 0 - 30, 0 - 50 MJy sr−1. In conclusion,
our correlation slope at short wavelengths, especially, 0.23
and 0.27 µm, could seriously be underestimated. However,
it is emphasized that such underestimation does not change
the mean values of the ZL, residuals, and EBL values, be-
cause the GALEX slope at 0.231µm agrees with our 0 - 15
MJy sr−1 sample which is shown in Figure 6. It is noted that
the 4000 Å break seen in our DGL brightness would be real,
because Brandt & Draine (2012) clearly detected this break
by analyzing Sloan Digital Sky Survey(SDSS) sky spectra.

To estimate dust-scattered light relative to the 100 µm
emission in optically thin case, Brandt & Draine (2012) have
performed single-scattering radiative transfer calculations
assuming a plane parallel galaxy. Notice that thus estimated
quantities are the correlation slope itself. They give four
theoretical curves that use two estimates of the local ISRF
continua, Mathis et al. (1983) and Bruzual & Charlot (2003)
models (hereafter MMP82 and BC03), and two dust models,
the Zubko et al. (2004) and Weingartner & Draine (2001)
models (hereafter ZDA04 and WD01). The WD01 model
contains larger grains than in the ZDA04 and produces a
redder scattered spectrum at red-optical and near-IR wave-
lengths. The MMP82 continuum is the modified MMP82
model consisting of four dilute blackbodies to which de-
reddening is applied (see Brandt & Draine 2012, for details)
The BC03 continuum is a stellar population synthesis model
from Bruzual & Charlot (2003) with solar metallicity and an
exponential star formation rate (SFR) of ∝ exp(-t/5 Gyr).
The four plotted curves are calculated for b = 60◦and τV =
0.05; the two dotted curves show the WD01 dust models,
while the two solid curves are the ZDA04 dust model. These
curves underestimate the observed slope by a factor of 2.
The dot dot dash curve is the ZDA04/BC03 model that is
scaled to the observed slope at the optical. This model agree
with the slope spectrum in shape, but the reason for scaling
up of 2 in intensity is nor clear.

6 RESIDUALS AND EXTRAGALACTIC
BACKGROUND LIGHT

Figure 11 compares the mean values of the residuals
Iν,i(RSD) with the Pioneer data. NASA’s Pioneer 10/11
are the first spacecrafts to travel through the Asteroid Belt
and explore the outer solar system. Matsuoka et al. (2011)
analyzed the optical data at 0.44 µm and 0.64 µm taken
at a heliocentric distance ! 3.26AU where the brightness
of the ZL is very faint below the detection limit of the
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Figure 10. Illustration of the DLG correlation slope νbi. The
mean values of the present work is indicated by filled circles,
the Pioneer 10/11 data by open circles, those towards a high
Galactic latitude translucent cloud by asterisks, and GALEX
data at 0.153 and 0.231 µm by open diamonds. The syn-
thetic DGL spectra are shown with four different lines: the
WD01(MMP82 & BC03) models are plotted by the dotted curves,
the ZDA04(MMP82 & BC03) by the solid lines. The dot dot dash
curve represents the ZDA03/BC03 that scaled to the correlation
slope in the optical.

instruments(Hanner et al 1974). They performed accurate
starlight subtraction from the original Pioneer data in a
2.◦29 × 2.◦29 aperture, and decomposed the data into the
DGL and the residuals. Because the ZL emission is so low
beyond 3.26AU, the residuals recorded by Pioneer should
be regarded as the EBL. On the other hand, the FOS resid-
uals were measured on HST orbit at 1AU from the Sun,
and thus the diffuse FOS flux is dominated by ZL. Figure
11(a) indicates that the FOS residuals are much greater than
the Pioneer residuals. It is natural to attribute this differ-
ence to the residual ZL component. This ZL component has
been missed in precedent studies which analyzed the data
in the limited range of wavelength and could not obtained
sufficient spectral wavelength range to recognize it.

To proceed our analysis, we assume that the missed ZL
spectrum has the same spectral shape as the detected ZL
spectrum which is shown in Figure 9(a). It would be rea-
sonable to assume so, because it would be unlikely that the
spectral shape of the missed ZL spectrum differs much from
that of the detected ZL spectrum. In Figure 11(a), the dot-
ted curve is the missed ZL spectrum. The intensity of the
missed ZL component is (0.0217 ± 0.0007)× the scaled ZL
spectrum. This scaling factor is derived by fitting the scaled
ZL spectrum to the difference between FOS and Pioneer
residuals at the two Pioneer wavelengths (0.44 and 0.66
µm). If this s the case, a small fraction of the FOS resid-
uals is of EBL origin in the optical. We applied a small
correction to this subtraction. As discussed in section 2.3,
galaxies brighter than 22.5 and 20.8 magnitudes at B and R,
respectively, are excluded from our FOS residuals, while the
Pioneer residuals include these galaxies. The contributions
from these galaxies to the Pioneer EBL are estimated to
be 1.8 and 2.7 nW m−2 sr−1 at 0.44 and 0.64 µm (Totani
et al. 2001). This correction gives a minor effect on an EBL
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DGLスペクトル	  
●-‐	  HST	  FOS,	  ○	  -‐	  Pioneer,	  菱形 –	  GALEX	



Residuals（>0.3um)	  
ZL-‐dominant,	  EBLにあらず	  
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Figure 1. Panel (a) Illustrates the residuals from far-UV to near-IR wavelengths along with the missed ZL component. The dashed
curve shows the extended part of the missed ZL component. The missed ZL spectrum up to 2.5 µm is 0.0217 × the ZL spectrum scaled
to 1 MJy sr−1 given by Kawara et al. (2014), while the extended part is 0.0217 × the ZL spectrum by the DIRBE model. Panel (b)
compares the diffuse EBL with the desecrate EBL from galaxy counts. The discrete EBL refers to Gardner et al. (2000) at 0.16 and 0.24
µm, Totani et al. (2001) at 0.3, 0.45, 0.61, & 0.81 µm and Ashby et al. (2013) at 3.6 and 4.5 µm. Panel (c) compares with the limit set
by VHE γ-rays.
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Pioneerとの差はZL	  residualsによるものとする	  
EBL	  =	  Residuals	  –	  ZL-‐residuals	  



EBL	  

Galaxy	  counts	  –	  op-cal/near-‐IRで一致	  
　　UVではEBL超過	  (Exo-c?)	  	  
以前から指摘されていた超過は、GALEXで否定されたのだが，ここで復活	  

VHE	  γ-‐ray	  limitは全波長域で矛盾せず	  
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Figure 1. Panel (a) Illustrates the residuals from far-UV to near-IR wavelengths along with the missed ZL component. The dashed
curve shows the extended part of the missed ZL component. The missed ZL spectrum up to 2.5 µm is 0.0217 × the ZL spectrum scaled
to 1 MJy sr−1 given by Kawara et al. (2014), while the extended part is 0.0217 × the ZL spectrum by the DIRBE model. Panel (b)
compares the diffuse EBL with the desecrate EBL from galaxy counts. The discrete EBL refers to Gardner et al. (2000) at 0.16 and 0.24
µm, Totani et al. (2001) at 0.3, 0.45, 0.61, & 0.81 µm and Ashby et al. (2013) at 3.6 and 4.5 µm. Panel (c) compares with the limit set
by VHE γ-rays.
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